EFL Grapho-Phonemics: TReeachabilityof Stressed Vowel Pronunciation
Rules

Despite the existence of a vast and solid heritaggorting their validity and
reliability, pronunciation rules that assist theopémic interpretation of
graphemic structures are not usually taught inBRE classroom at any levels.
Since a likely reason for this absence might lighmintrinsic complexity of the
English writing system, a convenient reduction riesgnted in the form of ten
basic rules for the interpretation of vocalic grapies in stressed syllable.
These rules are understood within an EFL orientedceptual frame that
introduces distinctions between oxytone/paroxytorglaroxytone structures,
as well as systemic/specific, post-nuclear/preerrcland adjacent/distant
grapho-phonemic contexts. With this, | attempt ¢émerate the kind of grapho-
phonemic knowledge that might be useful within tBEL context. The
reliability and representativity of these rules édneen tested against a wordlist
of 5000 frequent English words. Notions of whatgach and in what order can
be derived from our findings. A rich array of rdsuk presented that might be
further explored and discussed by EFL instructors.
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La Grafo-Fonémica en el Entorno EFL: Sobre la fidad de las Reglas de
Pronunciacion de Vocales Acentuadas

A pesar de la vastedad y solidez de los conocimgenie a dia de hoy validan
las reglas de pronunciacién que rigen la interprétafonémica de las palabras
inglesas, dichas reglas no son generalmente erese@adel &mbito del inglés
para extranjeros, en ningun nivel. Dado que unél@szon de esta ausencia
radica en la complejidad del sistema ortografigiés, en el presente estudio
presentamos una conveniente reduccién en formaedeaeblas basicas para la
interpretacion de grafemas vocalicos en silaba taada. Estas reglas se
enmarcan dentro de un tejido conceptual sensiblisteciones entre palabras
agudas, llanas y esdrujulas, asi como a distinsi@oa respecto al caracter
genérico/especifico, post-nuclear/pre-nuclear y aeegte/distante de los
indicadores grafo-fonémicos. Con ello pretendemenerpr el tipo de
conocimientos que pueda ser de utilidad en el gamteéFL. La fiabilidad de
estas reglas se ha puesto a prueba en una li&@00epalabras frecuentes del
inglés. De este modo se derivan nociones con respegué resulta oportuno
ensefar, y en qué orden. El estudio incluye abuadaesultados que podran
ser libremente explorados por los profesores désng

Palabras clave: Ortografia inglesa; phonics; gfaf@mica; ensefianza del
inglés como lengua extranjera; lectura; pronunéiaci



1. INTRODUCTION

Any EFL teaching method that at some point relieshe written word very
soon has to face the challenges posed by grapheomsme
correspondences in English. Grapho-phonemic trging) nevertheless,
blatantly absent from most EFL handbooks to thig. d@hen Charles W.
Kreidler discussed such absence as early as in, 1#/argued that “[w]e
don’t teach the elementary student about Englishography because we
really don’'t understand the nature of our spellaygtem” (Kreidler 1972,
4). However, English grapheme/phoneme correspordemad already been
studied quite thoroughly by a number of scholargjKVt966; Venezky
1970). Further effort was invested during the 19&m 1980s into
discerning the systematics of English orthographtha grapho-phonemic
level. Extensive corpora were examined and theigtaallity of phoneme-
to-grapheme and grapheme-to-phoneme correspondergesempirically
calculated. Uninterrupted though increasingly spaesearch looked into
the processes of accessing mental lexicon throughted words
(Frederiksen and Kroll, 1976), the cognitive aspeat native and non-
native dealings with orthography (Schwartz et @D, or the possibility of
automatic grapheme-to-phoneme and phoneme-to-graphsonversions
(Daelemans and Bosch 1996).

Concern with orthography within EFL teaching hasrbeather marginal
as a whole, although a few scholars, like H. D.vBrq1970), S. Schane
(1970) or C. W. Kreidler (1972) have tackled thsues. More recently,
specialists have argued that EFL teachers must €mgtehd the
correspondences between English phonology and dbnglithography” in
order to teach learners “to predict the pronuneratf a word given its
spelling” (Celce-Murcia et al. 1996). Celce-Mureiad her colleagues build
upon the work of W. B. Dickerson (1984, 1987, 199@ich is remarkably
revealing in relation to the prediction of stressgtiable location; and,
collaterally, also in the prediction of the valué vmcalic graphemes in
stressed position; the latter, mostly when it mmatter of choosing between
the so-called lax and tense pronunciattoressed <a> in a monosyllabic
word, for example, will bea/ when closed by a single consonaat, and
/e1/ when closed by consonant plus silent <ete. Wijk's and Venezky’s
rendering reflected a much more complex panoramerevistressed <a>
regularly predicts other values in stressed pasitie:/ in spa schwa ah,
wad wan, art, car, smart etc.; b:/ in war, quartz ward, dwarf, etc.; b:/ in

! Many approaches to grapho-phonemics focus ondiktinction, as if vocalic letters
were to have mainly two regular values: the lomgédfree—depending on the auther
and the short/lax/checked.



all, salt, bald talk, etc. Celce-Murcia and her colleague’s simplifmatis,
however, common procedure. When incorporated to Hifbgrams,
pronunciation rules for vowels are often reducedhe CV, CVCe, and
CVVC rules that predict long pronunciation ashi@ Pete and seed and
CVC predicting short pronunciation aswret (Olshtain 2001, 209). Ediger
(2001, 157) includes the Vr/CVr environment thaitdgs predictions in the
case ofart, car, or her, but she overlooks another known, relevant and
regular context that involves <reare, here fire, pure, which contrast with
car, her, fir andpurr.

At any rate, despite the rich theoretical and eioglir background
available to assist EFL instructors in their degdinwith the grapho-
phonemic issue, there seems to be a gap betweeogmaphy researchers
and teaching specialists. A very small and geneaal of what is known
about English orthography occasionally finds itsywato EFL teaching
practice. This might be partly due to the predomaea since the early 80s,
of communicative and meaning-focused approach&s$to A situation that
is beginning to change as reliable evidence pifeswggesting that form-
focused interventions tend to facilitate learnihgr{g and Robinson 1998;
Lan and Wu 2013). Recent research shows that lesamaturally extract
statistic regularities from written language, ahdttsuch statistic learning
can be enhanced through specific training (DoigBamus and Zagar
2014). Mere exposure to orthography, on the otaedhhas been shown to
have a positive effect on the development of phogiohl awareness
(Cheung et al. 2001; Escudero et al. 2008). Exphkeching of phonics and
letter-to-sound correspondences seems to impraraitey results not only
in relation to EFL pronunciation (Rangriz and Mark2015), but also in
reading comprehension and literacy (Martinez 20Thg time seems ripe
for a reconsideration of the role of grapho-phoreetmining in the EFL
classroom.

A second reason for the general neglect of the hgrgghonemic
competence in the EFL classroom has to do withinitsnsic complexity.
Book-length developments of the subject such asr@ings’ description of
American spelling (1988) or Bozman'’s handbook fadents of phonetics
(1988) cannot be introduced into the EFL arenaouttadequate reduction
and adaptation. The cumulative nature of theseo#imet fundamental works
is far from EFL-friendly. The system encompassdssrwverriding rules
and exceptions that seem to be regular in their away, only to have
further exceptions that conform to the initial myletc. However, these rules
are rarely presented within a pedagogical hieradikinguishing between
essential and complementary rules, or determinogical sequences of



overriding. We know very little about each ruleparticular—the relative
amount of words they regulate, for example, withrenar less regularity.

A third reason for the paltriness of EFL grapho4pdric training might
be the lack of direct applicability of much of teristing empirical research,
which is almost entirely concerned with measurihg ttonsistency of
English orthography. Hanna’'s exhaustive exploratioh phoneme-to-
grapheme correspondences, uncovering an 80% camsysivithin a corpus
of 17, 310 English words, has had no pedagogigalicgtions (Hanna et al.
1966). Berdnt's reversal of Hanna'’s data, in ordedetermine grapheme-
to-phoneme consistency has remained, over the ,yeawstly anecdotal
(Berdnt et al. 1987). As Berdnt and her colleagpested out, the
probabilities they calculated were independent ficontext and therefore,
as the authors admitted: “[they] provide a cond@reaestimate of the
extent to which particular letters and letter adustare pronounced as
particular phonemes in English, but they provideinformation about the
rules responsible for the derivation of these @poadences” (Berdnt et al.
1987, 1). Teachable rules are, after all, what E&chers would demand.

More recent research (Stanback 1992; Treiman €it945; Kessler and
Treiman 2001, 2003) incorporates a remarkable stipation of statistical
procedures, and continues to add to a perceivetl toemnvince teachers—
particularly teachers of L1 English— that Engligieking is much more
consistent than it seems. However, such calculatioinconsistency are
often derived from a consideration of monosyllakiords. Polysyllabic
words are conveniently avoided because they “rdieult questions of
where syllable boundaries lie,” and because thegvéhmuch higher
proportions of foreign, Latinate, and technical dsjr(Kessler and Treiman
2001, 593).

After decades of increasingly sophisticated reseatitcere can be no
doubt today that the English grapho-phonemic systaumst be consistent.
Paradoxically, most specialist also agree thaeémschaotic. The famous
80% consistency of the system seems to have wakexh excuse for not
teaching pronunciation rules: Since the system assistent, simple
exposure to it will in the long run build up thecessary competence in our
EFL students. Besides, a total 20% of recalcitvamds, apparently hiding
just about anywhere within the system, may be ddigsuasive. In relation
to exceptions and teaching, Axel Wijk wrote: “Siredéarge number of the
irregular spellings are found among the commonestsvin the language,
it is obvious that there would not be much senstigigners making any
systematic study of the rules of pronunciation whwezy begin their study
of the language” (Wijk 1966, 11). His suggestion ifcrementing the EFL
students’ competence is the one that has beernlystiodlowed by most



textbooks: “to learn the pronunciation of each nsard that they come
across, by itself, [...] without much reference toyarules for the
pronunciation of the various letters or combinadiaf letters of which the
words are made up” (Wijk 1966, 11). From such pectpe, there is little
hope that grapho-phonemic correspondences maybeweme part of the
EFL training program. As far as | know, Wijk didtrfolly substantiate his
assertion about irregularity at the basic levelsption, on the other hand,
that contradicts Kessler and Treiman'’s findingsO®0 One way or another,
we are told by relevant orthographists about therall’consistency of large
corpora, but we do not know much about the regylai frequenc§ of
most rules, or about rule-regularity and rule-fregey within particular
groups of words, or within smaller samples like ¢haessary of a handbook
for beginners. If we managed to shed some light eueh issues, we might
be able to offer a more enticing panorama to our tfachers. We might,
for example, base our choice of a particular reqpdmraterial on its grapho-
phonemic characteristics and the kind or rules #rat present in it. A
specifically EFL-way of looking at pronunciationles is required. This
would imply the use of a conceptual frame that dolklp us discern
between rules and organize them into a pedagolgiesdrchy.

2.BAsIC RULES FOR THEINTERPRETATION OFSTRESSEDUNIGRAPHS

A pronunciation rule is a hypothesis about the joteeé properties of a
particular graphemic environment in relation to glenemic value of the
letters affected by it.A very well-known pronunciation rule establishies,
example, that a stressed unigraph, in an oxytonetate, followed by a
single consonant, and closed by a silent <e>, isetpronounced with the
long version of that particular unigraph (VenezigyQ, 104; Bozman 1988,

2 When characterizing a rule in terms of ‘frequendywill be considering the number
of words within this corpus to which a particulateris applicable; it implies an estimate of
how frequently our students will have to applyTihe expressions PR1/2.1/2.2/etc.—to be
discussed later—will also be used to classify wiyzks grapho-phonemically. A particular
word-type has a high ‘presence’—for example PRAa&{e)— when the corpus contains
many instances of it.

* Notice that in talking aboyprediction we are already siding with the EFL
student, who lacks a priori grapho-phonemic competen English, and who is
constantly facing new words in the written formdtaose pronunciation is not to be
identified, as in the case of natives, but rathexsged. Instead of prediction, most
experts outside EFL talk about phonological deagpdor even phonological
translation (Aro and Wimmer 2003).



13).* The long version coincides with the name of thegaph, and this
rule—often expressed as VC<e># or similar—allowstaipredict values
le1, i, a1, ou, (j)u/ for the stressed vowels pale scenge Mike, hose and
rude, respectively, and in any other words with the satiucture. A rule
that, incidentally, fails to predict the pronunmat of have allege police or
move

If we are to generate useful knowledge about promdion rules, the
first thing to do is to isolate and describe adctyr as possible a
comprehensive set of such rules. The panorama e namplex than that
registered by Olshtein (2001) and Ediger (2001)htoeed above, and yet,
it is important to reduce the detailed complexitgsdibed in Venezky
(1970) or Cummings (1988) to manageable terms. iiot easy to navigate
through all the different pronunciation rules orfieof We have rules for the
interpretation of consonant-letters—like <c> befer® u, a>—and for the
interpretation of vowel-letters; rules for the ltoa of primary, secondary
or tertiary stresses; rules for the interpretatidrstressed and unstressed
syllables; etc. Our first task is to isolate a jgatar set of rules, governing a
particular aspect of orthography, so that the mimmamount of them
covers a maximum of occurrences. | will therefareuls on rules that assist
the interpretation of single vowel letters—unigrapHocated at the stressed
syllable of any English word. For the sake of pedacpal efficiency, we
need to isolate the kind of rules that could beliegpo as many English
words as possible—instead of only to those thatehae> or <y>, for
example—provided that they are sufficiently effeetiin predicting
pronunciation. Table 1 represents the set of wisatl lthe ten basic general-
systemic rules for stressed unigraphs in Americagligh; a comprehensive
set of rules that can be applied to all the woh@$ have a unigraph in their
stressed syllable, without exception.

A general-systemimule is one that is capable of predicting the valtiat
least four of the five vocalic unigraphs. The abaventioned VC<e># rule
belongs to this category, but there are pronuraatiles—I will call them
domain-specifie-that are only applicable to one or two unigrapbs,
domains; Olshtain mentions one such rule (Olsiadl, 210). In my own

* Words stressed on the last syllable constitutetamey structures—likévet,
attack introspect etc. A paroxytone structure has the primary stres the
penultimate syllable—likenanner indulgent condemnationetc. Words stressed
on the antepenultimate syllable or before are pmgdaones—enemy
indiscriminate ceremony etc. Although experts do not usually make this
distinction, | believe there is much to gain innterof discrimination power by
incorporating them, as | will show.



terms, adjacent post-nucléacll> has predicting power in relation to
stressed unigraph <a> but not in relation to <e>i, Notice thatbet and
bell, bit and bill, dustand dull are subject to the same general-systemic
rule—PR2.1—while the contrasbatball, tarn/tall, madmall, etc. point to
adjacent post-nuclear <II> as a domain-specifidednaffecting <a> quite
regularly, and <o> in a less regular wasetfoll.

Table 1. English General Systemic Rules

PR-1 <a=, fay | <ex, Ay <dx/<yz far | <oz, fou/ | <u=, /[(uy
. VE spd me I my g0 gntl
PR-2.1 <ax fef | <ex, fef <<y i <ox fay | <u=, /af

a. | ... VC# cdt bet pin hot mitd

b. | ... VCC# back belt myth block lung

c. | .. VCCC# match Jfetch bitch blotch gulch

d | .. VCC=ex># lapse ledge bridge lodge budge
PR-2.2 <a> fef | <e>, fef <xf<y> 1 <oz, fay | <uz, /af

a. | ...VCCv... happen | question | issue office nitmber

b. | ...VCCC... android | entry hindrance cockle buckle

c. | .. V<ir>y... nArYow merry mirror NA NA
PR-3.1 <a», fer/ | <e>, fiyf <i=/<y> far | <oz, /fou/ | <um, /(Hud
LV C<ex# make Pete fime home include
PR-3.2 <a>, fer/ | <e>, Ay <az/<y>, far | <oz, fou/ | <u=, /(jHud

a. | ... VCv... paper Peter final open himan

b. | .. VC<r>v... patriot secret micron copra nittrient

c. | ... VC<lzv. . able NA title noble bugle
PR-4.1 <ar, fay | <e>, /3y | @<yr, /3y | <o@,for | <us, /3y

a | ... V<re# car her fir for fir

b. | .. V<u>C# part term girl report reitirn

c. | .. V<r>CC# arch perch birth scorch burnt

d | .. Var=Caexd large serve dirge horse itrse
PR-4.2 <a=, fayf | <ex /3y | <dxf<yz [z | <oz fof | <uz, /3y

a. | ... V<r=Cy... party service virtual important | stirface

b | .. V=r=CC... partner | interpret | myrie northern | purchase
PR-5.1 <@, fer/ | <ex, fwf | <A<y farf | <o=, /foi | <u, fur/
VC<re># eare here fire nmore ensiire
PR-5.2 <ax, fer/ | <ex, /uf <<y far | <oz, fod | <us, fur/
V<rey. .. parent period virus story Jury
PR-6 <ax, fef | <ex, fef <A<y, <oz, fay | <u=, /af
Proparoxytones

a | ... VCv... family president | significant policy NA

| Vs charity | American | miracle NA NA
c. | ... VCarv... African | integrity | fibrillate Socrates | NA

PR: Pronunciation Rule; NA: Not Aplicable

> In the English system there are also adjacent petear grapho-phonemic contexts—
like onset <w-, qu-> before <a, 0>, asaimdwand horséworse— and distant post-nuclear
contexts—all the suffixes explored by Dickerson §4p—that tend to determine both
where the primary stress is located and how théeauwowel is to be pronounced.



The pronunciation rules in table 1 constitute aeligyment of Bozman’s
general rules for the spelling of long and shonpinciations (Bozman
1988, 14-15). All of them, without exception, wilso be found in the
works of Wijk, Venezky and Cummings. There are, boer, a few aspects
where | depart from the traditional positions. Aganm the technical terms
and descriptions used above, there is the subadlivishto oxytone,
paroxytone and proparoxytone structures, the vllaePR1 assigns to <a>,
and the boxes marked with NA for domains where riquéar rule isNot
Applicable A word like aluminum for example, which would fit into the
PR6 type will be interpreted according to PR3.2abse PR6 is not
applicable to the <u> domain (Bozman 1988, 48).

Table 1 represents basic grapho-phonemic competémc&eneral
American. An RP version would be almost identigal;standard British
English the value for <o> in PR2 and 6 would bk and words likesorry,
current and oracle would fill the NA boxes in PR2.2 and 6. On this
occasion, our calculations of rule reliability apgesence have been made
for American English, but our guess is that witigtsly different measures
in some marginal cases, the overall results woaldbte similar for RP.

3. RESEARCHQUESTIONS

The general idea is that EFL teachers could mageofisable 1, and teach it
either completely or partially to their studentef@e that, however, it is
necessary to put these contents to the test anddpran answer to the
following research questions:

- How exhaustive is this particular set of rules atation with the
interpretation of English stressed unigraphs? Would need
any/many more rules?

- How do these rules differ in terms of frequency aegularity? Are
there any word-types that feature as particularyfrequent and/or
(inregular?

- Are there areas of special difficulty that EFL teexs might consider
avoiding?

- Are there significant differences at the differdavels (beginners,
intermediate, etc.)? How could the teaching of gube distributed
along the different levels?



4. METHOD

4.1 Data

Using Excel 2010 and SPSS 20, | have checked liabifey and frequency
of each of the ten general-systemic rules againsD&ies’ 5000 wordlist
containing the most frequent words in American ksig(Davies 2015). The
corpus has been conveniently reduced by filteringyawords with stressed
digraphs and trigraphs, which are not covered byrtihes whose reliability
we are trying to assess. The original wordlist atsatains a number of
repetitions. The wordavork, for instance, appears in rank 117 as verb, and
then again in rank 199 as a noun. | have computedand all repeated
items only once whenever | found exactly the samaplgp-phonemic
correspondences. Where pronunciation changes akaitng function, the
items have been treated and computed separafebtestfor example, has
been computed as a 2.1 type with stressed <e> fumetioning as a verb
and as a 3.2 type with stressed <o> when functgas a noun.

Table 1. Reduction of the wordlist

Total words 5000

Special words, acronyms, repetitions, 1066
non-computed derivatives, compounds, etc.

Computed words (ref.) 3934 100%
Words with stressed unigraph 3005 76%
Words with digraphs or trigraphs 929  24%
Regular stressed unigraph words 2514 64%
Irregular stressed unigraph words 491 12%

Special words likemm-hmm(rank 2966) and acronyms have also been
discardedCompound words have been separated into their coemp® and
reintroduced in the database. The grapho-phonemicsfor example,
understand comprises that afinder—a regular PR2.2-type by itself—and
that of stand—a regular PR2.1-type. There are few compounds hifesk
this rule. In fact, the corpus only contains thcasesgentlemanfreshman
andbusinessmarthe wordggentle freshandbusinessare already present in
the corpus. In most cases, in fact, reintroducesnst were found to
constitute repetitions not to be computed.

As a result of this process of filtering away thelevant items for the
sake of maximally reliable results, we have obt@iB805 frequent English
words against which to test the ten basic rulesepried above.

4.2. Procedure
For each of the words contained in the final listhave registered
information concerning the grapheme <a, e, i, yu®,to be found in its



stressed syllable, the applicable pronunciatiore nml each case—PR1,
PR2.1, etc.—and a yes/no tag depending on whebeem@pplicable rule
works or not. For the process of tagging each ieth their respective PR
types | have taken as a reference the Americanidngianscriptions
contained inLongman’s Pronunciation Dictionayyedited by J. C. Wells
(1990). When more than one possible pronunciatias wffered, | have
only considered the first and most standardized tmthe case of function
words with strong and weak forms the strong form l@en considered.

Table 2. Tagging sample
Frecuency (rank) Item Unigraph Type Reliability

5 a a PR1 n
6 in 1 PR2.1 y
7 to 0 PR1 n
8 have a PR3.1 n
10 it i PR2.1 y
11 I i PRI y
12 that a PR2.1 y
13 for 0 PR4.1 y

The tagging of derivatives has been quite challemgit seems obvious
that once you have tagged and computed a worcttla as a PR3.2 type,
the wordcolorful, also registered in the original list, looks vemuch like a
repetition. If treated as such, the waaorful should not be computed, and
all suffixed words should then be subjected to $aene consideration.
However, not all suffixed words lend themselvesigely to that treatment.
Many common words likgrotective defendantor evidencewould not be
computed with such procedure, and the corpus woaleé been drastically
impoverished.

My solution here has been rather practical. | hdigearded as repetitions
those derivatives consisting of a root alreadytagsin the database plus
affixes —ly, —ing, —ed, —ful, —ness, —ment, —leskiip, —wise, —hood, —th (in
ordinal numbers), un—, and plural —s. These comnaod frequent
derivatives could be easily treated in grapho-phuoodraining through a
simple elimination strategy: When faced with a wdikke gathering
students could be instructed to eliminate the -danding and consider the
predictability ofgather.

When a derivative with any of these affixes wasnfibuvhose root was
missing from the database, it is the root itsettthas been tagged and
computed. So, the worldankly has been tagged and computed as if it was
frank—i.e. as PR2.1 rather than PR2.2—becdtemak itself was not in the
database. The rest of the derivatives, with affigdser than those listed



above, have been computed according to their quonebng type as whole
words: director as a PR2.2 typgerformanceas PR4.2racismas PR3.2,
etc.

Still, a further complication comes up when deahith derivatives. A
word like additional for example, would be categorized as a regula® PR
type. However, regularity here might not be du¢hi® PR6 context, but to
the fact that it derives fromaddition, which actually breaks PR3.2.
Inversely, a word likefavorable breaks PR6, but it does so in order to
preserve the recognition d@vor, a regular 3.2 type. It is not convenient
then to treaddditionalas a confirmation of PR6, nor to tréavorableas an
exception to that same rule, since both words etgally subjected to yet
another rule: a principle of preservation of etyogidtal traceability
(Venezky 1970, 120; Author year, p.).

Another practical solution is in order: Derivativevhich confirm their
rules—asadditional confirms PR6—have been computed only when their
roots also confirm their own rules; derivatives gfhbreak their rules—as
favorablebreaks PR6—have been computed only if also theitsrbreak
their own rules; and they have not been computbkdraise. In this way, a
word like global has been computed as confirming PR3.2 becglam
also confirms PR3.1fully has been computed as breaking PR2.2 because
full also breaks PR2.1. But neithadditional nor favorable have been
computed as either confirming or breaking PR6hls way, | did not boost
the reliability of PR6 with words likeadditional clinical, columnistor
developer nor did | undermine it with words likeagency behavioral
educational or frequency All of them owe the phonemic value of the
stressed vowel to their roots. In most cases, ébpeactive roots-addition
clinic, behavior education etc.—were in the list and were tagged and
computed accordingly, the only exceptions betimgoretical tropical and
practitioner. These last three have not been computed in arny thay
would have, however, added up to the reliabilityP&¥6.

For operational purposes, | have further divided tords into five
levels. Level 1 contains the most frequent 601 wondhich would be
ideally taught to beginners, with successive lewstsementing 601 words
each until reaching the final amount of 3005 waatishe end of Level 5.
This procedure has allowed me to consider rule laedy and presence
from a progressive point of view. Teachers of EBL lheginners might be
more interested in rule regularity and frequency.eatels 1 and 2 than at
later levels.



5.RESULTS

A total of 2514 items have been found to be prediet from the application
of the rules. This rendered a general predictalit83.6%, out of the 3005
stressed-unigraph words. The mean regularity ohuamoiation rules is
87%—derived from the values presented in figurdd.we can see in this
figure, the only value that stands out is that &3R2, which registered
significantly low regularity.

Figure 1. Rule regularity, percentage. Ranking display

98% 96% o o, 9
93% 92% 92% 89% 35% 23% 83%

I

PR4.2 PR5.1 PR2.2 PR4.1 PR3.1 PR5.2 PR2.1 PR3.2

When c0n3|der|ng regularity across Ievels, ressiftsw an average of
81%. Rules are less regular at Level 1 (76%), witklear tendency to
increase their regularity as the amount of compwtedds increases. At
Level 2, with 1202 words, regularity is 80%. Thier@entage increases to
82% at Level 3 (1803 words), and rises above 83%ewatls 4 and 5 (2404
and 3005 words respectively). The more words wkidecthe more regular
the set becomes. As we can see in figure 2, tleisiseo be the case for all
rules, except PR5.2. The five bars for each ruldigure 2, represent levels
1-5, from left to right.

Figure 2. Rule regularity across levels
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100%

80%
60%
40%
20%

0%

R1 PRZ 1 PR2.2 PR3.1 PR3.2 PR4 1 PR4.2 PR5.1 PRS5.2

Figure 3 represents the presence of each of tles mithin the sample.
Frequency data shows more dispersion than reguldata. The average
presence was 10%, with a standard deviation of @&ues beyond 19%
stand out as patrticularly relevant—PR2.2 and PR2alues around 1%—




PR5.1, PR1—point to a rather anecdotal presendeoBether, 86% of the
processed words were found to belong to PR2, and

Figure 3. Frequency of rules, percentage. Ranking display
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Figure 4 represents the presence of word-typdseatitferent levels. For
each rule, the five bars indicate from left to tighe percentage values of
levels 1-5. We have isolated word-types whose poeselecreases, like
PR1, PR2.1, PR3.1, PRA4.1; word-types whose presemceases, like
PR2.2, PR3.2 and PR6; and word-types, like PR4R5.P and PR5.2
whose presence does not either increase or decreasg significant way.

Figure4. Frequency of rules across 5 levels
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If we compare figures 1 and 3, we get confrontethvei number of
relevant facts: Some rules are very regular, but heery little presence—
e.g. PR5.1; one rule, PR3.2, has a rather highuémecy that matches a
significantly low regularity; and there are somkelPR2.1, PR2.2 and PR.6
that feature both as frequent and regular.

A final set of relevant results has to do with tegularity of the function
words contained in the list. The results for bodvéls show similarities. At
Level 1, only articles (92%), prepositions (90%)aconjunctions (80%)
show significant regularity. Similarly, at Level The most regular are,
again, articles (92%), prepositions (84%) and cactijons (80%), as well as
interjections (88%). At the initial Level, as fas dunction words are



concerned, PR2.1 (80%), PR4.1 (100%), PR4.2 (100®R5K.2 (100%),
PR6 (100%) are regular. At the final Level, theakes remain similarly
regular, except for PR5.2 that drops to a 50%h#st final Level also PR2.2
(80%) reaches regularity. At both Levels, PR3.2stegs significantly low
regularity: 30% at Level 1 and 17% at Level 5. Diesfphese similarities,
the average regularity of function words is sigrafitly lower at Level 1
(69%) than at Level 5 (77%). These low percentdgase to do with the
irregularity, at both Levels, of pronouns, numbemsl demonstratives.

5. DISCUSSION
Concerning the possibleachability of our ten basic pronunciation rules,
there are at least two fundamental variables tosiden regularity and
frequency—or presence. Of these, regularity isrbleam sine qua non: Any
rule that had (almost) as many exceptions as reglleases should no
longer be considered a rule. Frequency, on ther dttied, raises issues of
pragmatism: We might be interested in teaching la rmsofar as our
students are likely to meet many chances to agplgn infrequent rule,
however, would still be a rule. The teachable attaraof four of our ten
basic rules seems unquestionable inasmuch as teepath regular and
frequent: PR2.1, 2.2, 3.1 and 6, regulating woikis ot, letter, fine and
animal

The consideration of regularity is by no meansnapg matter. It is not
easy to determine how many exceptions a given coilgd have before it
turns into a case of anecdotal regularity. It i®bably EFL teachers
confronting the results of this study who must decwhether a given
regularity threshold is acceptable for them or 1&#tould this threshold be
set at 90%, only half the rules—PR2.2, 3.1, 4.2, 8.1 and 6—would turn
out to be teachable. If the threshold is lowered8@8, only PR3.2,
regulating words likeation, even final, overor studentwould be left out.

Quite visibly, the greatest challenge for teaching ten adjacent post-
nuclear general-systemic indicators is posed by.PR8reliability of 58%
for a set of 540 items actually allows us to questPR3.2 as a general-
systemic rule, despite its somewhat larger religbiln the <a, u>
domains—see Appendix. So, while it is rather ctbat a stressed unigraph
followed by CC is predictable, the same unigraplfoveed by Cv is not
predictable to a comparable extent. All we can sayest, is that the long
version—PR3 phonemic value—in these cases is Blighbre frequent
than the short version—or PR-2 phonemic valuest iBhavords likelemur
are a somewhat more frequent than wordslékaon

This has technical implications for teaching. Whigvealing pairs like
mat-mate pet-Pete pin-ping cod-codeor cut-cutecould be used to take



pedagogical advantage of the contrast between P&®2iIPR3.1, the same
procedure would be misguiding in the case of PRA®PRS3.2; not because
pairs like matter-materor saddest-sadistannot be found, but because
PR3.2 is not fully reliable.

Still, a reliability of 58% might be worth takingito account somehow,
and before rejecting any application of the pattenme should see if the
group of exceptions might possibly be reduced thinothe application of
domain specific rules.

With a reliability of 30%, PR3.2 for the <i> domastands out as the
most unreliable sub-rule. However, many of the o4ds that do not follow
PR3.2 here actually follow other easy and relialdeain specific rules. For
example, we know that stressed <i> retains promtioci 4/ despite a VCv
environment when it fits the description VCvv, ascondtion, civilian,
coninue efficient suspcious widow, etc. (Wijk 1966, 20). A total of 41 of
the 74 supposedly irregular words are actually extbf to this domain
specific rule.

Table 3. Pronunciation Rule 3.2

PR-3.2
Domain | It. | Reg. | Irreg. | Ratio
<a> 193 | 140 |53 72%
<e> 69 |31 38 44%

[ <i> 106 |32 |74 30% |
<y> 3 2 1 66%
<o> 100 | 51 49 51%
<u> 69 |57 12 82%
Totals—> | 540 | 313 | 227 58%

Furthermore, 12 of the 74 irregular words are ditupredicted by
known distant post-nuclear contexts—such as sugfi&h —ic, or —it—that
tend to fix stress on the previous syllable angredict the short value of
the unigraph (Bozman 1988, 48). Words ligenic, diminish or explicit
break PR3.2, but do so in order to follow an ow#ng rule. Other known
rules finally reduce the 74 supposedly irregulardgoto some 6 words:
casing city, consider diplomat prison, and sibling. Not all groups of
exceptions will allow such consistent and intensieduction; however,
there can be no doubt that the total reliability88t6% would increase if
domain specific rules where included.

Another challenge concerning regularity is the comdtion of Wjik’s
claim that irregularities tend to abound within tm@st basic vocabulary,
(Wijk 1966, 11). A portion of this basic vocabulary constituted by



function words, which have, as we have seen, arageaegularity of 69%
at the initial Level. In general, the average ragty of rules among the first
601 words falls below a threshold of 80%. Howew®er,a more detailed
inspection we see that PR2.2, 4.1, 4.2, 5.1, 5@, G obtain a regularity
well above 80% even within this first level—table 4

Table 4. Regularity at Level 1
Level 1 Level 1
PR1  77% | PR4.1 90%
PR2.1 73% | PR4.2 94%
[PR2.2 83% | PR5.1 86%
PR3.1 81% | PR5.2 93%
PR3.2 47% | PR6 97%

The strong form of some of the function words—a&e8¢ prepositions
and conjunctions— has proved to be rather regul@oth initial and final
Levels. Although, function words are most frequgptionounced with their
weak form, common items likiénere of, were to, whom etc. may add to
the perception of a chaotic system. In fact, Wigésception of irregularity
among common words, functional and lexical, is coméd by the results.
However, his subsequent conclusion that pronumciatules are not to be
taught at initial levels should be reconsidered.thWthe enhanced
discrimination that our procedure permits, we $eg there is much within
basic vocabulary that remains regular and teactallevel 1.

In relation to rule presence, stressed-unigraphdsv@are much more
frequent in English than stressed-diagraph andgstretrigraph words. Up
to seven out of ten words the students encounteingiitheir English
training is bound to be the kind to which one of ¢en basic rules is
applicable. Of these, however, PR1, 4 and 5 amnaigly infrequent. In
the case of PR1, for example, there are merely d@sy to be taught over
five levels. One actually wonders whether PR1—refitiby others as the
CV rule—actually exists at all. If we move beyor t5000 wordlist, we
would certainly find more cases, but they would éhde be considered
relatively infrequent, and their usefulness for +aalvanced EFL students is
rendered debatable. Furthermore, the reliabilit’BfL is only beyond 80%
in the <e, y> domains, which instructors might cké®do teach as domain-
specific rules, if at all—see Appendix.

The situation with PR5.1 and 5.2 is very similareduency here seems
insufficient, and if we consider it as a fundaméntandition for
teachability the convenience of investing effort in the teaghand learning
of these rules is questionable, to say the leadt.tliley actually constitute
very reliable pronunciation rules. If an EFL instior decides that these



rules are worth teaching, the best strategy wordably not be waiting for
these words to come up, but rather to confront tiegiching explicitly, and
be ready to work with not so frequent words or epseudo-words. The
same could be said about the PR4 type, where mrestmough still limited,
is larger than in PR5 and reliability the highefsthe entire set.

An interesting aspect that emerges upon analyzimgresults—figure
4—is that there is an inverse correlation betwesgnce and level in the
case of oxytones, and a direct correlation in thgecof paroxytones and
proparoxytones. Words likean cane, caror care are in general less
frequent than words likenanner vapor, party or Mary; but they are more
frequent at Level 1. This has to do, in part, wille fact that the strong
forms of manyfrequent functional words are mostly oxytones.| Stgure 4
suggests a possible order in the teaching of pmation rules: PR1, 2.1,
3.1, 4.1 and 5.1 might be taught at the first Iev€lhances for practicing
PR2.2, 3.2, 4.2, and 5.2, by no means scarce & llewill only increase in
the following levels.

6. CONCLUSIONS ANDFURTHERRESEARCH

The first conclusion that we can draw from our gtigl that there are, in
fact, a reduced number of pronunciation rules tmaty help our EFL
students to interpret the phonemic value of thesst&d unigraph in most
cases. We should not underestimate the relevantesdact. Though books
on English orthography are usually lengthy and dempa small set of ten
basic rules has proved to be extremely exhausfiteemust assume that the
reason why these rules are not usually taught in &farses has little to do
with their reliability or their applicability. Funer domain specific rules
would increase our perception of consistency, bey twould actually cover
a much smaller number of cases.

Orthographic structures like those present nranner (PR2.2), pet
(PR2.1),enemy(PR6) andcone (PR3.1) are, in this particular order, the
most frequent in everyday American English, ang tregyularly allow the
prediction of a particular vowel phoneme in theessed syllable. On the
other hand, orthographic structures like those guesn rely (PR1), car
(PR4.1), person (PR4.2), mire (PR5.1) andhero (PR5.2) are much less
frequent, but they tend to be even more reliabléhan prediction of the
phonemic value of any unigraph in their stressdthlsi¢. While research
into the best ways of teaching pronunciation rugestill pending, it seems
reasonable to think that for rules that have lichifgresence but high
regularity, explicit teaching would be adequate.

Word-type PR3.2 is extremely problematic in grajphonemic terms. It
stands as the third most frequent structure in iEmglhowever, the



predictability of the value of its stressed unidrap only slightly above
50%: We havevapor but manor, Peterbut secongicon but idiot, odor but
body, Cubanbut punish One of the most frequent structures in English is
also the most irregular. Any EFL instructor with raind to teach
pronunciation rules should probably either disdaRB.2 or, preferably, be
ready to give it a special treatment—making roorarhpps, for some
domain specific rules.

Words like can cane car and care—oxytone structures—tend to be
relatively frequent among the first 601 items of bst. This suggests that
the oxytone rules PR1, 2.1, 3.1, 4.1 and 5.1 migtter be taught at the
initial levels. Paroxytone and proparoxytone rutaght be quite profitably
dealt with at later stages.

The present study has some limitations. Althoughmesgarts of the
processing have been made automatically, word-typgging and
information on rule regularity had to be manuallynpleted. This has made
it impossible to work with a larger corpus, whicltowid have been very
desirable. Nevertheless, the amount of processediswdaving been
selected with a view to EFL applicability, is nathinsufficient for
consolidating reliable knowledge, nor particuladgnall when compared
with previous research. Venezky (1970) dealt withOR0 words and
Stanback with 17,602; but Kessler and Treiman (2@0D3), also using
both automated and manual procedures, made impartentributions by
processing smaller carefully selected corpusesY18®1 914). Relatively
small corpuses, compiled after strict criteria, negd to strong conclusions
about specific aspects of English orthography—mpylfedsic words, rimes,
vocalic unigraphs, etc. On the other hand, carafldction is not necessarily
incompatible with a larger corpus. | am currentlgriing on the design of
scripts and automatic protocols that will hopefulycrease automatic
processing and allow me to explore the teachahility larger battery of
rules (domain specific rules, overriding principlamstressed syllables,
digraphs, etc.) within a much larger corpus.

For the time being, we may hold to the conclusiaat the ten basic post-
nuclear general-systemic rules constitute, as deyheachable material; at
least in terms of frequency and regularity. Howeven basic rules might
still be a few rules too many for instructors whe &gitimately interested
in the development of effective communicative skithther than in the
unveiling of peculiar fine-grained aspects of theglsh language to their
students. Some of the research reviewed above points to Ilgessi
unexpected advantages of grapho-phonemic traidihgs is a matter that
requires further studyWould grapho-phonemic training aid vocabulary
memorization and recall? Would it build up confidenn EFL students?



Would it have a positive impact on the assimilatioh the English
phonological system? Would a development of grgptmemic
competence correlate with an increase in listersikijs? Would it bring
about an improvement in oral skills? These andrattlated questions must
be left for future exploration.
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APPENDIX. FULL DATA CONCERNINGREGULARITY AND FREQUENCY

PR-1 PR-6
Domain It. Reg. lImreg. % Domain It Reg. Irreg. %
<a> 2 1 1 50% | <a> 61 54 7 88%
<e> 7 7 0 100% | <e> 102100 2 98%
<i> 3 2 1 66% | <i> 86 78 7 9%
<y> 17 17 0 100% | <y 1 1 0 100%
<0> " 7 4 63% | <o> 66 59 7 89%
<u> 0 <u> NA NA NA NA
Totals> 40 34 6 85% | Totals> 315 292 23 92%
PR-2.1 PR-2.2
Domain . Reg. Imreg. % Domain It Reg. Irreg. %
<a> 174 144 30 82% | <a> 163 149 14 91%
<e> 163 163 0 100% | <e> 217 214 3 98%
<i> 190 158 32 83% | <i> 148 141 7 95%
<y> 3 3 0 100% | <y> 8 8 0 100%
<0> 106 54 52 50% | <o> 105 80 25 76%
<u> 81 74 7 91% | <u> 8 76 7 91%
Totals> 717 596 121 83% | Totals> 724 668 56 92%
PR-3.1 PR-3.2
Domain K. Reg. Imreg. % Domain It Reg. Irreg. %
<a> 92 90 2 7% | <a> 193 140 63 2%
<e> 14 13 1 2% | <e> 69 31 38 44%
<i> 98 85 13 86% | <i> 106 32 74 30%
<y> 2 2 0 100% | <y> 3 2 1 66%
<0> 65 49 16 75% | <o> 100 51 49 51%
<u> 23 23 0 100% | <u> 69 57 12 82%
Totals> 294 262 32 89% | Totals> 540 313 227 58%
PR-4.1 PR-4.2
Domain It. Reg. Irreg. % Domain It Reg. Irreg. %
<a> 4 37 7 84% | <a> 34 33 1 97%
<e> 2 22 0 100% | <e> 32 32 0 100%
<i> 12 12 0 100% | <i> 7 7 0 100%
<y> 0 <y> 0
<0> “a 37 4 0% | <o> 43 4 2 95%
<u> 13 13 0 100% | <u> 15 15 0 100%
Totals=> 132 121 11 91% | Totals> 131 128 3 97%
PR-5.1 PR-5.2
Domain It. Reg. lreg. % Domain It Reg. Irreg. %
<a> 16 16 0 100% | <a> 9 6 3 66%
<e> 7 5 2 % | <e> 17 13 4 76%
<i> " N 0 100% | <i> 6 5 1 83%
<y> 0 <y> 0
<0> 1M1 1 0 100% | <o> 18 17 1 94%
<u> 7 7 0 100% | <u> 10 9 1 90%
Totals> 52 50 2 96% | Totals> 60 50 10 83%

It.: Word Items; Reg. Regular; Irreg.: Irregular



